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Abstract

Millions of learners today use educational videos to master skills and take classes from online platforms such as YouTube, Coursera, or edX. However, when watching a video, learners face difficulty in accessing parts they want, understanding the overall structure, and seeing how other students learn. To address these issues, this thesis investigates data-driven video learning interfaces: interfaces that embed collective learner activity to improve video learning. We introduce learnersourcing, a general framework for motivating video learning activity and feeding the collected data back into the video interface. We present two learnersourcing methods. In passive learnersourcing, learners’ natural interactions with learning material are automatically captured and analyzed to identify interaction patterns. In active learnersourcing, learners are prompted to provide input that is both pedagogically meaningful to learners and useful to the system. We are building prototype video learning systems to explore the design space of learnersourcing applications. For example, learners’ second-by-second video interaction data from lecture videos improve video navigation, paid crowd workers extract step-by-step structure from how-to videos, and learners summarize individual steps from how-to videos into higher-level subgoals. With this conceptual framework for incorporating collective learning data into the learning experience, we are addressing technical and motivational challenges in building large-scale, video-based online education platforms.
Chapter 1

Introduction

Millions of learners today are using educational videos to master skills and take classes from online platforms such as YouTube, Coursera, or edX. While more attention has been given to creating more videos and providing open access to them, relatively less attention has been given to improving the experience of learning from these videos. Most existing video interfaces are not tailored to support learning. Possibly due to limitations in video interaction, delivery, and presentation, many learners resort to watching passively and linearly. While many learning theories show the value of interactive and constructive video learning [11, 7, 38, 37, 33, 34], it is challenging to implement the theories in open online platforms due to their large scale. Enabling techniques supported by the theories often require an extensive amount of customization, expertise, or manual effort.

To address this challenge, this thesis explores the feasibility of leveraging a massive amount of data generated by learners who interact with the videos. Data from natural and prompted learning activities provides an unprecedented opportunity to enable more interactive and constructive video learning. This thesis introduces learnersourcing, a set of data-driven methods and interaction techniques for improving learning, which are powered by data from collective learning activity. While the concept can potentially be applied to other learning materials, this thesis investigates learnersourcing in the context of instructional videos. The findings reported in this thesis have implications for applying learning theories to web-scale open learning environments, beyond small, in-person classrooms. This thesis
Figure 1-1: How-to videos include step-by-step instructions, spanning various domains including cooking, graphical design, home improvement, and applying makeup.

covers two types of educational videos, namely how-to tutorial videos and lecture videos. How-to videos contain procedural instructions for how to complete a task in a step-by-step manner. A preliminary study shows the navigational and learning benefits of having step-by-step information about the solution, which was evaluated using ToolScape, a novel video player that displays step labels on the video timeline. To power ToolScape with the required data, this thesis introduces two methods for collecting step-by-step information from existing videos. The first method uses paid crowd workers on Mechanical Turk to extract low-level steps. The second method prompts learners who are watching the video to summarize what they learned, whose inputs are then processed by the system to extract high-level summaries of steps. When combined, the two methods can fully extract a hierarchical solution structure from how-to videos, by asking crowd workers to generate low-level steps and learners to group related steps into a higher-level goal. Finally, the thesis will report results from a user study designed to evaluate motivational, navigational, and learning benefits of having such solution structure handles generated by crowds and learners.
Lecture videos can be commonly found in massive open online courses (MOOCs) from platforms such as Coursera, edX, or Udacity. An exploratory data analysis identified video interaction patterns by analyzing learners’ second-by-second video interaction traces from four live MOOCs. The findings guided the design of LectureScape, a novel video player that leverages collective learner interaction data. LectureScape explores the design space of data-driven interaction techniques for educational video navigation. It introduces a set of interaction techniques that augment existing video interface widgets, including: a 2D video timeline with an embedded visualization of collective navigation traces; dynamic and non-linear timeline scrubbing; data-enhanced transcript search and keyword summary; automatic display of relevant still frames next to the video; and a visual summary representing points with high learner activity. Finally, the thesis will report results from a user study designed to evaluate motivational, navigation, and learning benefits of interaction techniques powered by learners’ data.

Two primary technical contributions of learnersourcing are 1) methods for collecting
and processing large-scale data from learners, and 2) data-driven interaction techniques to augment existing video players. The contributions are made possible by uniquely extending and combining the following three families of techniques: 1) crowdsourcing to collect and handle a large amount of learner input, 2) social computing to incentivize learners to participate and collaborate, and 3) content-based video analysis techniques such as computer vision and natural language processing to complement learner input.

**Thesis statement**: In large-scale video learning environments, learnersourcing encourages learner participation, enhances video content, and leads to better learning.
Chapter 2

Conceptual Framework

Learnersourcing is a set of techniques for collecting, processing, and presenting collective learning activity in online learning environments. The goal of learnersourcing is to improve the learning experience at scale with data generated by learners and their interactions with instructional materials and each other. With learnersourcing, we envision creating a data-driven learning experience that was not possible before. This thesis aims to present a conceptual framework for learnersourcing, design principles, approaches to address technical, pedagogical, and motivational challenges, and end-to-end examples.

Inspired by the concept of crowdsourcing, learnersourcing also attempts to collect small-scale contributions from a large group of users. A fundamental difference is that the crowd in learnersourcing is learners, who have the intrinsic and extrinsic motivation to learn new concepts and skills. This difference leads to a unique set of design considerations, in terms of incentive design, quality control, and task scope, and task difficulty. A crucial element in learnersourcing is to design learner’s activity that is pedagogically useful, while the system collects useful information as a byproduct of such activity.

Depending on how learner input is collected, we define two types of learnersourcing: passive learnersourcing and active learnersourcing. Passive learnersourcing uses data generated by learners’ natural interaction with the learning platform. Examples includes playing and pausing events from the video player, and browsing patterns between learning modules. On the other hand, active learnersourcing prompts learners to provide specific information with the purpose of collecting that data. Examples include asking learners to
Figure 2-1: Conceptual framework: each video domain is described with a summary of related theory, method, properties, and impact. Bold items indicate ongoing or proposed work to be completed before graduation.

summarize video segments they watched, to answer embedded questions, and to explain concepts discussed in the instructional material in their own words. In both cases, the system processes the collected data to further analyze how learners are using the instructional materials and improve future learners’ learning experience.

With the presented conceptual framework in mind, I’ve structured my work around the following categories and summarized in 2-1:

- **Domain**: type of educational video
- **Theory**: learning theory our systems attempt to implement
- **Method**: technological approach to realize theory at scale
- **Properties**: notable characteristics of each approach
- **Impact**: Deployment (evaluation + impact): open source, real users, etc. publications, systems, intellectual contributions, experiments, evaluations, case studies
Chapter 3

Related Work

This thesis draws on three bodies of previous research: 1) designing interactive video instructions to improve the navigation and learning experience, 2) using collective user data to model and present user interest, and 3) crowdsourcing and communitysourcing techniques to motivate small-scale contributions at large-scale.

3.1 Video Navigation and Learning

3.1.1 Video Learning Theories

In designing user interfaces for instructional videos, higher interactivity with the content has been shown to aid learning [12, 46]. Tversky et al. [46] state that “stopping, starting and replaying an animation can allow reinspection”, which in turn can mitigate challenges in perception and comprehension, and further facilitate learning. Semantic indices and random access have been shown to be valuable in video navigation [50, 32, 1] and the lack of interactivity has been deemed a major problem with instructional videos [18]. This thesis introduces user interfaces for giving learners more interactivity in video navigation, and learnersourcing methods for acquiring metadata handles to create such user interfaces at scale.
3.1.2 Video Navigation Support

Existing video summarization techniques use video content analysis to extract keyframes [3, 14], shot boundaries [32], and visual saliency [21]. To provide an overview of the entire clip at a glance and support rapid navigation, recent research has used a grid layout to display pre-cached thumbnails [36], short snippets [23] in a single clip, or personal watching history for multiple clips [2]. For educational lecture videos, Panopticon [23] has been shown to shorten task completion time in seeking information inside videos [41]. This thesis introduces alternative summarization techniques that use data from learners’ interaction with the video. This method can be combined with content analysis to incorporate social signals in extracting highlights and navigational cues.

Another thread of research introduced techniques to support navigation of how-to videos, a sub-genre of educational video that includes procedural, step-by-step instructions about completing a specific task. Recent systems create interactive tutorials by either automatically generating them by demonstration [8, 15, 13], connecting to examples [43, 31, 13], or enhancing the tutorial format with annotated information [8, 9, 28, 30]. This thesis contributes crowdsourcing and learnersourcing workflows, which can provide annotations required to create these interfaces and further enable new ways to learn from tutorials.

3.2 Modeling Collective User Data

There is a rich thread of research in using collective user interaction history data to analyze usage patterns and improve users’ task performance. Interaction history data is automatically collected by applications during normal usage. Examples include Web browsers logging Web page visit history, search engines capturing query history, and video players storing video interaction clickstreams such as play and pause events. Read Wear [20] presented a visionary idea in this space to visualize users’ read and edit history data in the scrollbar. Chronicle [16] captured and provided playback for rich, contextual user interaction history inside a graphical application. Dirty Desktops [22] applied magnetic forces to each interaction trace, which improved target selection for commonly used widgets. Patina [35] separated individual and collective history and added overlays on top of the
GUI, to help people find commonly used menu items and discover new ways of completing desktop-related tasks. Causality [40] introduced an application-independent conceptual model for working with interaction history. This thesis introduces passive learnersourcing, a technique for using video interaction history to support common navigation tasks in video-based learning.

To model user interest in video watching, researchers have proposed features such as viewership [45], scrubbing [49], zooming and panning [5], and replaying and skipping [10] activities. SocialSkip [10] applied signal processing to replaying activity data in order to infer interesting video segments. Other work has used more explicit input from video watchers, including user ratings [42], annotations [45], and the “this part is important” button [44]. Most existing approaches introduce a modeling technique or data visualization. We take this data further to build new interaction techniques for video navigation, which prior work has not done. Also, we extend prior work on providing social navigation for lecture videos [39] to support diverse learning tasks.

### 3.3 Crowdsourcing and Communitysourcing

Learnersourcing is inspired by prior work on human computation [48], in which the system solicits human input for certain parts of the computation. Games with a Purpose [47] present computationally difficult problems (e.g., tagging objects from an image) as a game. Users simply play the game, and the byproduct of the gameplay is collected and processed by the system. What makes this approach scalable and motivational is that users do not have to know how their input is used by the system, because they have the strong motivation to play the game anyway. In learnersourcing, learners’ tasks need to be designed so that they are intrinsically useful and enjoyable. Sometimes, however, knowing the bigger cause might additionally motivate learners to participate, and we explore the effect of presenting the bigger goal in learnersourcing task design.

Research in crowdsourcing has traditionally focused on recruiting paid crowd workers (e.g., Mechanical Turk or oDesk) who are offered monetary reward upon completion of the task. Recent research has begun using voluntary crowds to tackle more domain-specific and
### Table

<table>
<thead>
<tr>
<th>Domain (type of educational video)</th>
<th>Observational / Preliminary Study</th>
<th>User Interface</th>
<th>Data Collection Method</th>
<th>Evaluation</th>
</tr>
</thead>
</table>
| **how-to videos** - procedural knowledge, structured format | - ToolScape [CHI’13 SRC]  
- learnersourcing [CHI’13 EA] | - ToolScape [CHI’14]  
- Crowdly [In preparation for CSCW’15]  
- Possible large-scale UI work [TODO] | - crowdsourcing [Kim, CHI’14]  
- active learnersourcing with prompts [In preparation for CSCW’15 with Sarah Weir] | - TODO (Fall 2014) |
| **MOOC videos** - conceptual and imperative knowledge, less structured | - data analysis [L@S’14] [L@S’14] [in preparation for TOCHI] | - LectureScape [Kim, in submission]  
- LectureScape v2 [TODO] | - passive learnersourcing: large-scale data processing [Kim, L@S’14]  
- active learnersourcing [TODO] | - TODO (Fall 2014) |
| **Office Mix videos** - interactive lessons | - TODO (Summer 2014) | - TODO (Summer 2014) | - native plugin support | - TODO (Summer 2014) |

**Figure 3-1: Current progress summary**

Complex problems not possible with random crowds. Communitysourcing [19] outsources tasks that community members are qualified and motivated to perform, such as computer science students at a university grading homework problems for free snacks offered from a vending machine. Cobi [29] asks authors of accepted papers at an academic conference to specify papers that are relevant to theirs. The authors’ input is used by the system to detect preferences and constraints, which the conference organizers consider when scheduling the conference.

Research on multi-stage crowd workflows inspired the design of our crowdsourcing and learnersourcing methods. Soylent [4] has shown that splitting tasks into the Find-Fix-Verify stages improves the quality and accuracy of crowd workers’ results. Other multi-stage crowdsourcing workflows were designed for
Chapter 4

System Designs

This section outlines the systems that will comprise the core of my thesis. I organized the systems around three video types: how-to videos, lecture videos, and interactive lessons. A summary of current progress and plan is described in ref fig:progress.

4.1 How-to videos

4.1.1 [Complete] ToolScape: Crowdsourcing Step Information

Millions of learners today use how-to videos to master new skills in a variety of domains. But browsing such videos is often tedious and inefficient because video player interfaces are not optimized for the unique step-by-step structure of such videos. This research aims to improve the learning experience of existing how-to videos with step-by-step annotations.

We first performed a formative study to verify that annotations are actually useful to learners. We created ToolScape, an interactive video player that displays step descriptions and intermediate result thumbnails in the video timeline. Learners in our study performed better and gained more self-efficacy using ToolScape versus a traditional video player.

To add the needed step annotations to existing how-to videos at scale, we introduce a novel crowdsourcing workflow. It extracts step-by-step structure from an existing video, including step times, descriptions, and before and after images. We introduce the Find-Verify-Expand design pattern for temporal and visual annotation, which applies clustering,
Figure 4-1: ToolScape augments a web-based video player with an interactive timeline. Annotations are shown above the timeline (a), screenshots of intermediate states are shown below the timeline (c), and the gray regions at both ends (b) show “dead times” with no meaningful progress (e.g., waiting for Photoshop to launch).

text processing, and visual analysis algorithms to merge crowd output. The workflow does not rely on domain-specific customization, works on top of existing videos, and recruits untrained crowd workers. We evaluated the workflow with Mechanical Turk, using 75 cooking, makeup, and Photoshop videos on YouTube. Results show that our workflow can extract steps with a quality comparable to that of trained annotators across all three domains with 77% precision and 81% recall.

4.1.2 [Ongoing] Crowdy: Learnersourcing High-Level Goals

We are currently extending the ToolScape workflow in two ways: 1) collect data from motivated learners instead of paid crowd workers, and 2) extract high-level goals from how-to videos instead of low-level steps.

Previous research suggests that users learn more from how-to videos when labels for
Figure 4-2: Our crowdsourcing workflow extracts step-by-step information from a how-to video with their descriptions and before/after images. It features the Find-Verify-Expand design pattern, time-based clustering, and text/visual analysis techniques. Extracted step information can be used to help learners navigate how-to videos with higher interactivity.

Figure 4-3: Subgoals, shown in blue background, are a cluster of low-level steps that improve learning when presented to learners.
groups of steps (subgoals) are shown [6, 33, 34]. But non-expert, paid crowd workers face difficulty in generating quality subgoals. In order to generate this information, we propose a learnersourcing approach where we gather useful information from people trying to actively learn from a video. To demonstrate this method, we created Crowdy, a workflow and a video player UI that encourages users to contribute and refine subgoals for a given how-to video.

We deployed our video learning interface to students in 6.813, with web programming tutorial videos. Based on the findings from this pilot deployment, we recently released Crowdy publicly. To evaluate Crowdy, we plan to compare the subgoals generated by Crowdy against subgoals generated by experts.
4.1.3 [Proposal] Capstone User Study

We hypothesize that learners will learn better with crowdsourced low-level steps and learnersourced high-level goals. While previous literature has shown the learning benefits of having such information generated by experts or instructors, no research has been done to show similar learning benefits when the information comes from the crowd and learners. We plan to run a laboratory user study specifically designed to measure learning gains when working with labels generated by ToolScape and Crowdy. Furthermore, we hypothesize that the process of generating subgoal labels will have learning benefits as well. The user study will look into the motivational and pedagogical effects of the labeling activity. Running this study will complete a story in the thesis: 1) learners and crowds generate data, 2) a video player UI is automatically built based on the data, and 3) the UI built this way improves learning.

4.1.4 [Optional Proposal] UI for learning with 1000s of annotated videos

Now that we have a scalable method for annotating how-to videos, what can we do if we actually had 1000s of videos fully annotated? We believe we can support more diverse learning patterns by providing step- and goal-level navigation, search, and recommendations, across multiple videos. Imagine that a learner is watching a cooking video where the instructor assumes the learner knows how to poach an egg, but the learner doesn’t. What if the UI recommends five snippets from other videos that describe how to poach an egg with varying level of detail? The ToolScape annotation method can be used to mine collective intelligence dispersed in thousands of videos. The role of UI for exploration and navigation is crucial in helping the learner make sense out of the large repository of task examples.

4.2 Lecture Videos

4.2.1 [Ongoing] Exploratory Data Analysis

We started with an exploratory analysis of learners’ second-by-second video interaction data from edX MOOCs. With thousands of learners watching the same online lecture
videos, analyzing video watching patterns provides a unique opportunity to understand how students learn with videos. We ran a large-scale analysis of in-video dropout and peaks in viewership and student activity, using second-by-second user interaction data from 862 videos in four MOOCs on edX. We found higher dropout rates in longer videos, re-watching sessions (vs first-time), and tutorials (vs lectures). Peaks in re-watching sessions and play events might indicate points of interest and confusion. Results show that tutorials (vs lectures) and re-watching sessions (vs first-time) lead to more frequent and sharper peaks. In attempting to reason why peaks occur by sampling 80 videos, we observed that 61% of the peaks accompany visual transitions in the video, e.g., a slide view to a classroom view. Based on this observation, we identified five student activity patterns that can explain peaks: starting from the beginning of a new material, returning to missed content, following a tutorial step, replaying a brief segment, and repeating a non-visual explanation.

This analysis has design implications for video authoring, editing, and interface design, providing a richer understanding of video learning on MOOCs.

We are currently extending this work by analyzing text from transcripts, looking for linguistic patterns and topical transitions around interaction peaks. Combining multiple
Figure 4-6: LectureScape presents three sets of novel interaction techniques to improve navigation of educational videos. 1) Dynamic timelines (Rollercoaster Timeline, Interaction Peaks, and Personal Watching Trace), 2) Enhanced in-video search (Keyword Search and Interactive Transcript), 3) Highlights (Word Cloud, Personal Bookmarks, Highlight Storyboard). All techniques are powered by interaction data aggregated over all video watchers.

data streams can lead to discovering meaningful video learning patterns otherwise not possible, as each stream brings in a complementary perspective. While our earlier work looked at content type and production style with manually annotated videos, we plan to explore the feasibility of automated methods for interpreting interaction peaks. Such multi-stream, detailed analytics can provide a “debugging” interface for instructors and video editors to improve their videos.

4.2.2 [Complete] LectureScape: Data-Driven Interaction Techniques for Lecture Videos

Interaction data has the potential to help not only instructors to improve their videos, but also to enrich the learning experience of educational video watchers. We explored the design space of data-driven interaction techniques for educational video navigation. We presented a set of techniques that augment existing video interface widgets, including: a 2D video timeline with an embedded visualization of collective navigation traces; dynamic
and non-linear timeline scrubbing; data-enhanced transcript search and keyword summary; automatic display of relevant still frames next to the video; and a visual summary representing points with high learner activity. To evaluate the feasibility of the techniques, we ran a laboratory user study with simulated learning tasks. Learners rated watching lecture videos with interaction data to be efficient and useful in completing the tasks, enabling them to employ more diverse navigation patterns. Generally, learners’ comments about LectureScape were positive. Learners noted that “It’s not like cold-watching. It feels like watching with other students.”, and “[interaction data] makes it seem more classroom-y, as in you can compare yourself to what how other students are learning and what they need to repeat.”

4.2.3 [Proposal] Live Deployment of LectureScape in a MOOC

To evaluate the passive learnersourcing method used in enabling LectureScape, we plan to deploy LectureScape in a live MOOC. There are research questions around the role of collective data when no existing data is available: When do interaction patterns start to emerge? Would small trends in the beginning skew further learners’ interaction patterns? Furthermore, we hypothesize that keeping track of both collective and personal interaction traces can lead to better learning, when compared against having only collective or personal traces alone. We plan to test this hypothesis through a laboratory study.

4.3 Interactive Lessons

4.3.1 [Proposal] New Formats for Instructional Videos

Both the how-to and lecture video research threads have focused on reverse-engineering existing videos and interaction data to discover useful structure for navigation and learning. A missing piece is, what if we had access to the video authoring tool? Can we encourage instructors to create better materials in the first place, and can we design richer learnersourcing prompts? Furthermore, can we radically rethink how instructional videos are structured, delivered, and presented?
During my internship at Microsoft Research in the summer of 2014, I plan to answer these questions with Office Mix, a PowerPoint plugin for instructors to create interactive lessons. It allows instructors to add talking heads, voice over, and free-form drawing to a slide, and also to embed interactive quizzes and Khan Academy videos. Using this platform, I plan to experiment various interventions to foster higher quality content generation and deeply integrated learnersourcing prompts.
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Status and Timeline

The following are published or submitted papers that are marked as “complete” in the previous section.

- ToolScape: CHI 2013 EA [24], CHI 2014 [28]
- Exploratory data analysis: Learning at Scale 2014 [17, 25], CHI 2014 workshop [26], TOCHI (to be submitted in May 2014)

The following is a timeline until graduation with major milestones.

5.1 Timeline: Graduate in June 2015

- Summer 2014: Internship at Microsoft Research
- Sep 2014: Submit to CHI 2015 - summer work at MSR
- Sep 2014: Submit to CHI 2015 - the how-to video capstone user study
- Oct 2014: Submit to Learning at Scale 2015 - the LectureScape deployment
● Winter 2014: Faculty application

● Spring 2015: Faculty interviews

● May 2015: Thesis defense

● June 2015: Graduation
Chapter 6

Contributions

This thesis will demonstrate that active and passive learnersourcing can be used to improve video learning. We believe that learnersourcing can provide navigational, social, and pedagogical benefits to learners who are watching the video, while generating useful information for future learners as a byproduct. We will make contributions in three areas: 1) extracting hierarchical solution structure from how-to videos, 2) leveraging collective interaction traces to create data-driven interaction techniques for lecture videos, and 3) novel instructional video formats that natively support learnersourcing.
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