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Crowdsourcing is a common means of collecting image segmentation training data for use in a variety of
computer vision applications. However, designing accurate crowd-powered image segmentation systems is
challenging because defining object boundaries in an image requires significant fine motor skills and hand-eye
coordination, which makes these tasks error-prone. Typically, special segmentation tools are created and
then answers from multiple workers are aggregated to generate more accurate results. However, individual
tool designs can bias how and where people make mistakes, resulting in shared errors that remain even
after aggregation. In this paper, we introduce a novel crowdsourcing approach that leverages tool diversity
as a means of improving aggregate crowd performance. Our idea is that given a diverse set of tools, answer
aggregation done across tools can help improve the collective performance by offsetting systematic biases
induced by the individual tools themselves. To demonstrate the effectiveness of the proposed approach, we
design four different tools and present FourEyes, a crowd-powered image segmentation system that uses
aggregation across different tools. We then conduct a series of studies that evaluate different aggregation
conditions and show that using multiple tools can significantly improve aggregate accuracy. Furthermore, we
investigate the idea of applying post processing for multi-tool aggregation in terms of correction mechanism.
We introduce a novel region-based method for synthesizing more accurate bounds for image segmentation
tasks through averaging surrounding annotations. In addition, we explore the effect of adjusting the threshold
parameter of an EM-based aggregation method. Our results suggest that not only the individual tool’s design,
but also the correction mechanism, can affect the performance of multi-tool aggregation. This article extends
a work presented at ACM IUI 2018 [46] by providing a novel region-based error correction method and
additional in-depth evaluation of the proposed approach.
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(a) Conventionally, one tool type is used for the same task. (b) We propose leveraging different tools for the same task.

Fig. 1. This paper introduces an approach to leveraging tool diversity that uses multiple different tools for
the same task (as in (b)) to improve aggregate crowd performance by offsetting systematic error biases that
might otherwise result from using any one tool type alone (as in (a)). Our findings on an image segmentation
task demonstrate that using a combination of tools can significantly increase aggregate accuracy.

1 INTRODUCTION
The goal of image segmentation is to demarcate objects in a visual scene from the background,
allowing computer vision (CV) systems to learn to recognize specific objects. These CV systems
can, in turn, enable autonomous cars to identify pedestrians, surveillance drones to focus on
potential threats, and in-home robots to help people with motor or mobility impairments live more
comfortably and independently.
Perceiving the boundaries of physical objects comes naturally for people, but it remains a

challenging open problem for CV systems due to the complexity of understanding the semantics of
visual scenes [15, 35]. Crowd-powered object segmentation tools can bridge this gap by leveraging
human understanding to produce large, manually-demarcated training data sets (e.g., [2, 13, 32])
for CV systems. However, designing crowd-powered tools that produce high-accuracy training
data and scale efficiently (with respect to human-time cost) remains an open problem because the
task of manually marking object boundaries requires significant hand-eye coordination and fine
motor skills, resulting in a high error rate if these tasks are performed too quickly by workers.

Many web-based image segmentation tools (e.g., [1, 2, 5, 12, 31, 43]) have been designed to help
workers reduce the effort needed to complete a task and to increase the accuracy of their output.
However, different tool designs induce different error patterns in worker performance, which can
lead to repeated systematic mistakes when only a single tool is used. For example, some tools [2, 43]
provide polygon drawing functionality to help trace object boundaries, but Bell et al. [2] reported
that workers often skip selecting parts of the object if automatic scrolling during selection is not
provided. We consider this to be a systematic error bias because the same error pattern would
be unlikely to emerge if the tool were designed differently. In other words, it would be unlikely
for worker outputs from Click’n’Cut [5] (which asks workers to use left/right mouse clicks to
identify foreground and background regions of an image) to result in the same mistakes as using the
polygon drawing tool. However, Click’n’Cut may exhibit its own systematic error pattern induced
by limitations in its own design. More generally, we consider error patterns that are found to be
common among worker outputs from a single tool to be systematic error biases, as they are likely
to be induced by the design of the tool itself. These errors are different from, for example, human
perceptual biases that may also systematically affect outcomes [40], in that they are common to
the outputs of a tool, not common to the annotations produced by an individual worker.
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In this paper, we propose the idea of leveragingtool diversityas a means of overcoming these
systematic error biases to improve aggregate crowd performance. Tool diversity is the extent to
which tools designed for the same task di�er from one another in the systematic error biases that
they induce. Unlike standard aggregation methods in crowdsourcing, which try to design and
use the best single tool available with many workers in order to reach high accuracy, we show
that using multiple e�ective tools can diversify the error patterns in worker responses, and help
systems achieve highercombinedaccuracy (Figure 1). This insight is motivated by ensemble learning
methods in machine learning that use multiple learning algorithms to obtain better prediction than
can be obtained from any of the constituent algorithms alone [7]. A strength of leveraging tool
diversity is that the approach is orthogonal to, and thus may be combined with, many existing
crowdsourcing methods for improving quality over time (e.g., training workers [8, 51] or identifying
high-performing contributors [44]).

To demonstrate our proposed work�ow, we design four di�erent image segmentation tools and
introduce FourEyes, a multi-tool based crowd-powered system that leverages combinations of tools
to generate better aggregate responses. After that, we report results from a series of studies that
evaluate di�erent aggregation conditions�such as majority voting versus expectation maximization
(EM), and single-tool aggregation versus up to four-tool combination aggregation�with equally-
sized groups of workers. Our evaluation demonstrates the e�ectiveness of tool diversity by showing
that the output accuracy of heterogeneous tool combinations can be signi�cantly higher than
homogeneous sets, providing output at least comparable to the best constituent tool, and always
yielding signi�cantly better results than the weakest constituent tool.

Moreover, we explore the idea of adding post processing for multi-tool aggregation with respect
to the error correction mechanism. When leveraging tool diversity, once analysis on individual
tool performance is conducted and the error pattern of each tool is revealed, a system designer
can implement suitable correction mechanisms to further o�set error biases To correct errors in
image segmentation tasks, we introduce a new region-based method for synthesizing more accurate
bounds through averaging surrounding annotations. We explore the e�ects of mask size and
threshold parameter, and show that the proposed method always increases the aggregate accuracy
of any tool combination by up to 6%. We also investigate the e�ect of a threshold parameter in
the EM method, and show that the threshold parameter value which yields the best performance
di�ers by tool combination types.

Finally, we discuss generalizable guidelines to apply the multi-tool approach in other problem
domains. We characterize our problem in a more general form and summarize the properties of
crowdsourcing tasks that are amenable to our approach: those that are objective, tractable enough
for workers to produce nearly-correct responses, and increase in correctness as additional answers
are provided, can bene�t from our approach.

This paper presents an extended version of work published at the 2018 ACM International
Conference on Intelligent User Interfaces [46] that �rst introduced the idea of leveraging tool
diversity during aggregation as a crowdsourcing technique. In addition to a more in-depth evaluation
of tool combinations (aggregation of three- and four-tool combinations), this article introduces a
novel region-based error correction method and explores the impact of parameter selection on the
region-based and EM methods as a means of post-processing for multi-tool aggregation.

The key contributions of this article are:

� A novel crowdsourcing paradigm that leverages a system's or task's tool diversity in order to
aggregate input across di�erenttypesof tools to improve the combined accuracy of workers'
answers by o�setting systematic error biases.
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� FourEyes, a crowd-powered image segmentation system that implements our approach,
combining the output of four di�erent tool types to improve the collective accuracy of a
group of workers using a single segmentation tool.

� Experimental results from 51 objects across 12 indoor scenes segmented by 288 crowd workers
using four di�erent tools that validate our system's e�ectiveness and suggest the bene�ts of
our multi-tool approach.

� An evaluation of the aggregate results of each possible tool combination from FourEyes, and
an exploration of the ability for correction mechanisms to further improve the accuracy of
the combined results by exploiting the error bias patterns of the individual tools.

2 RELATED WORK

Conventional approaches to improving crowd worker output accuracy include microtask decom-
position and consensus-based aggregation. These approaches are usually intended to reduce task
complexity and correct for the variance in individual worker responses, respectively. However,
when it comes to systematic error biases induced by a tool's design, errors can persist even af-
ter decomposition or aggregation, since all workers use the same tool and the tool used in the
work�ow may induce biases into worker responses. Our tool diversity strategy builds on prior
work in crowdsourcing work�ows and answer aggregation strategies to reduce these systematic
error biases. In this section, we discuss related work in designing crowdsourcing work�ows and
improving the output quality by answer aggregation.

2.1 Crowdsourcing Workflows

In crowdsourcing, breaking large tasks into smaller microtasks has been a popular strategy to
increase the accuracy of crowd workers' answers. Microtasks are small, context-free units of work
that are widely used in crowdsourcing work�ows. Crowdsourcing platforms, such as Amazon
Mechanical Turk, post these small units of work that (typically quasi-anonymous [28]) crowd
workers can accept and complete. TurKit [33] introduced the crash-and-rerun programming model
to recursively improve output of a challenging task by passing the task from worker to worker. Soy-
lent [3] showed that dividing a larger task into Find-Fix-Verify steps improves the accuracy of crowd
workers' answers in document editing tasks. Similarly, ToolScape [19] used a Find-Verify-Expand
work�ow to enhance the process of extracting di�erent steps in how-to videos. ConceptScape [34]
extends multi-stage work�ows and divides the concept map generation task into three stages with
multiple substeps within each stage. CrowdForge [20] introduced a MapReduce-like work�ow to
accomplish even complex and interdependent tasks using microtasks. Crowdlines [37] introduced
two di�erent work�ows for merging information from multiple sources to create an outline. Turko-
matic [21] attempted to crowdsource the work�ow itself, showing that the planning and execution
of a task can be done given some level of requester supervision.

While this prior research has explored how to use crowd work�ows to collectively accomplish
what no single worker could alone, each task type was done using the same UI, and thus were
subject to systematic error biases in each tool. More recently, continuous crowdsourcing has made
real-time [24, 26] or even instantaneous [36] crowdsourcing responses from crowds possible. These
allow for the creation of interactive systems powered by human contributors. TimeWarp [25]
introduced the idea of creating work�ows that enable a group of workers to complete tasks in a
matter not possible with a single worker (in that case, provide captions in real time while listening
to half-speed audio) to improve individual performance. Plexiglass [42] introduced a work�ow that
enables a single worker to interleave multiple tasks at a time. The idea is to multiplex "passive" and
"active" tasks together in one UI to more e�ciently complete work that would otherwise contain
time spent idly waiting for a rare event to occur. CrowdMask [18] uses a pyramid work�ow to
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mask private content in images using crowds. Their method segments and distributes the segments
of user content so that workers can mark potentially private content without viewing enough of
it to be harmful. WearMail [47] introduced a privacy-preserving work�ow that allowed crowds
to train a system on demand to accomplish an email search task without ever revealing the email
contents to workers.

Our work contributes to this line of research by introducing a novel crowdsourcing approach that
aggregates multiple crowd-powered tools to o�er better performance than any of the constituent
tools alone. AgentHunt [29] had a similar motivation when using multiple work�ows to outperform
a single best work�ow, but their approach used decision-making models tochooseamong di�erent
work�ows. To the best of our knowledge, we are the �rst to study methods forsimultaneously
using and aggregating di�erent tools within a work�ow to increase combined accuracy.

2.2 Improving Output �ality by Answer Aggregation and Bias Correction

Crowdsourced data can contain con�icts between workers' answers, thus answer aggregation
becomes a necessary step to obtain the �nal unitary output. In this section, we review answer
aggregation strategies and bias correction strategies that help improve crowdsourcing output.

2.2.1 Answer Aggregation Strategies.
A common strategy to improve output quality in crowdsourcing systems is to aggregate indepen-

dent workers' answers on the same task into a single response, typically via a consensus method
like voting. Even simple majority voting has been shown to produce accurate results for crowd-
sourcing tasks, such as linguistic annotation tasks [45] and document editing tasks [3]. In terms of
image segmentation tasks, ground truth segmentations of objects have been generated via majority
pixel voting with manually collected answers from multiple crowd workers or experts [13, 32].
More sophisticated approaches using unsupervised learning have been used to weight workers'
answers by using models of their abilities [4, 30, 49, 50]. Deluge [4] models workers' sensitivity
and speci�city to detect noisy workers, and LazySusan [30] tracks workers by assigning di�erent
weights based on the accuracy of a worker's answers. Researchers have also proposed probabilistic
approaches to model not only the workers, but also the properties of the data being labeled [49, 50].

2.2.2 Bias Correction Strategies.
Assigning di�erential weights to workers' answers during aggregation is a preprocessing step

that aims to correct individual worker errors before combining the answers [44]. Ipeirotis et
al. [16] showed that the EM algorithm can be used to separate biases from unrecoverable errors,
providing more reliable scores of the quality of the workers. The EM algorithm [6, 16] predicts
unknown (latent) correct answers by estimating weights for each crowd worker's answers. Dawid
and Skene [6] showed that the EM algorithm signi�cantly outperforms majority voting when a
majority of workers' responses are correct and conditionally independent given the ground truth
answer. The EM algorithm is suitable for exploiting tool diversity in image segmentation tasks
because: i) the majority of the pixels selected by any tool are assumed to be correct and ii) the
probability of tools labeling a pixel is independent of any particular chosen pixel. When designing
a tool, its exact abilities and error biases are not typically known in advance because designers are
not unaware of the input images that the system will see in �nal use. Because the performance
of each tool can vary with images or object types, we can consider a tool's ability as the latent
variable to be predicted. Therefore, we apply the EM algorithm across di�erent tools with the goal
of maximizing the performance of the aggregated output.

Several approaches have been introduced to combat biases of individual crowd workers, there
has been little work on correcting error biases induced by tools or interfaces. For example, [22] and
[17] can be potentially used to correct systematic biases induced by workers, but require human
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Fig. 2. The le� diagram shows the hypotheses space of the possible segmentation tools, including the best
performing tool (f ) and other possible hypotheses (h1 : : :h4). We are motivated by ensemble learning methods
that construct a combination of alternative hypothesis (h1 andh2) to approximate the best hypothesisf . The
right flowchart shows a set of workers using two di�erent tools to perform the same task. An aggregation
and correction pipeline can output reliable (consistent) and valid (accurate) aggregate results (f ) from two
reliable but not valid answers (h1 andh2). This diagram represents the end-to-end process of the proposed
tool diversity scheme: preparing di�erent tools, aggregating, and correcting.

mediators to correct biased answers. In this work, we explore the idea of applying error correction
when using multiple tools and suggest mechanisms that can o�set the trade-o�s of di�erent image
segmentation tools, which can be done with or without a human mediator.

3 APPROACH

Prior work has used task decomposition�the process of breaking down larger tasks into more
manageable, focused pieces of work�to make tasks more approachable for non-expert crowd
workers. Once task decomposition has been used to break down a larger unit of work as much
as possible within a corresponding work�ow, most crowdsourcing systems then recruit multiple
workers in parallel to further improve accuracy by aggregating their answers. We propose using
multiple di�erent tools across di�erent workers to complete the same [sub]task, instead of having
all workers complete the same task with the same interface or tool. Our proposed approach �lls in
the gap where traditional task decomposition leaves o�.

3.1 Motivation from Ensemble Learning

Our work is conceptually motivated by ensemble learning in machine learning. Ensemble learning
methods are machine learning algorithms that construct a set of learning algorithms and predict a
new data point by taking a weighted vote of the predictions from each learning algorithm [7, 9].
It has been proven that ensembles often perform better than any single member [7]. Algorithm
accuracy (i.e., better than random guessing) and diversity are necessary and su�cient conditions for
a combination of algorithms to be more accurate than any of its individual constituents [14]. The
left diagram in Figure 2 shows how ensemble methods work. In the diagram, a learning algorithm
can be viewed as searching a space of hypotheses to identify the best performing hypothesisf ,
which can be computationally di�cult to �nd. Ensemble learning constructs a combination of
two alternative hypothesesh1 andh2 with proper weights (w1 andw2), and approximates the best
hypothesisf by averaging the two. Our tool diversity approach is analogous to ensemble learning
methods in that multiple image segmentation tools are combined to produce a better �nal result.
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3.2 Aggregation of Reliable but Biased Tools

Even a carefully designed crowdsourcing system may often induce reliable (consistent) but not
valid (accurate) answers. For example, a semantic image classi�cation task�of assigning classes
that correspond to objects that appear in an image�can have its systematic bias due to the design
of the tool. If a tool is designed to type free-form answers, it may bias workers to only use a limited
number of words that they can spell or �nd easier to spell. On the other hand, if a tool is designed
such that workers can click to select a word from a prede�ned list, the error pattern would be
di�erent. These errors can be de�ned as systematic error biases because the same error pattern
would be unlikely to arise if the tools were designed di�erently.

Instead of trying to �x a biased tool, our approach aims tocombineanswers from these multiple
biased tools to improve the aggregate result. Analogous to a necessary and su�cient condition in
the ensemble learning scheme, a suggested condition for using multiple tools is that the tools are at
least reliable, even if they are not valid. This allows for aggregation and correction mechanisms that
can o�set the expected biases, eventually achieving both reliable and valid results when aggregated.
Figure 2 depicts the concept of tool aggregation within a crowdsourcing work�ow. A researcher or
requester can provide Tool 1 to one set of workers, and Tool 2 to a di�erent set of workers. When the
tools are reliable but not valid with output hypothesesh1 andh2, respectively, the aggregation and
correction modules can combine the answers so that the �nal output is approximatelyf , the best
hypothesis. In the next sections, we show how we realized these tools and designed aggregation
and the correction mechanisms in the domain of semantic image segmentation.

4 FOUREYES

FourEyes is an image segmentation system that leverages four di�erent crowd-powered tools to
produce accurate segmentation results by aggregating answers across di�erent tool types. We
describe the individual tool here, and then detail the novel aggregation methods in the next sections.

4.1 Choosing the Tools

We introduce four web-based segmentation tools that we designed to instantiate and test the tool
diversity concept. We considered one key question when designing the tools: �How can we diversify
the errors produced by di�erent tools?� Because it is hard to predict what errors will be induced
by a given tool, we built tools specialized to work well with objects with di�erent characteristics,
such as small or transparent objects, objects with fuzzy materials, and re�ective surfaces. These
objects are current challenges to both automatic segmentation methods and human annotators. We
designed these tools to ideally perform di�erently for di�erent types of objects, resulting in greater
error diversity. We categorized these object into three groups and created tools that are designed to
minimize errors in each object category. The spaces we explored and the tools we designed are
summarized in Figure 3. We used the Question (Q), Option (O), and Criteria (C) representation [38]
of the design space for deciding which tools to build. The Question indicates a key design issue, the
Option node suggests possible answers to the Question, and the Criteria item represents the core
properties expected from choosing an Option. For one of the Options (O3 in Figure 3), we di�ered
the interface in two ways (Drag-and-Drop and Pin-Placing) so that the interaction of users can
create di�erent artifacts. We observed that di�erent interactions lead to di�erent error patterns, so
we include both of the tools in the experiment section. In the following section, we provide detailed
descriptions of the four tools developed.
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Fig. 3. Design space we considered when choosing the tools for the study. We used the �estion (Q), Option
(O), and Criteria (C) representation of the design space.

4.2 Designing the Tools

The four tools implemented were Basic Trace, Drag-and-Drop, Pin-Placing, and Flood�ll. They
vary in the level of degree of freedom, interface layout, and amount of interaction needed from a
worker. The di�erences are summarized in Table 1.

Design Element Comparison
Degree of freedom &
Amount of interaction

Basic Trace> Pin-Placing> Drag-and-Drop> Flood�ll

Complexity of
interface layout

Pin-Placing > Drag-and-Drop > Flood�ll > Basic Trace

Table 1. A comparison of the four tools across two design elements.

4.2.1 Basic Trace.The �rst tool is a free-form drawing tool shown in Figure 4(a). With Basic
Trace, workers click and drag their mouse to trace the outline of the query object in a scene
(Figure 4(a)3 ). Once a worker submits the initial trace line, a simple image processing algorithm
connects the gaps and �xes the irregularities in the traced line in order to form a smooth shape.
It then highlights the pixels inside the traced shape, and returns the result as the �nal object
segmentation. Of our four tools, the Basic Trace is the most manual and provides the highest degree
of control. The strength of this tool is that it is highly �exible and workers can segment any type
of objects if su�cient time is given. However, the weakness of the tool is that if a worker is idle
and not careful enough, the output can easily be very poor, e.g., a worker may draw a rough box
around an object instead of carefully following the boundary.

4.2.2 Drag-and-Drop.The second tool lets workers select an object template from a list (Fig-
ure 4(b) 1 ), which is generated by searching images of a target object from an image search engine
like Google or Bing. These images are then �ltered for transparency and size, and the topN (in this
paper we useN = 12) are downloaded to construct a template list for each query object. Workers
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